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Overview

Create unlimited local copies of VM

Allow policy-based snapshot management
Enable app and crash consistent policies
Leverage Prism for snapshot management
Support for multiple hypervisors

Benefits

Self-service file-level restore

VM to LUN mapping eliminated

No performance impact through redirect on write
Efficient storage utilization

Unified consumer grade interface

’ . Primary Cluster
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VM Local VM-Centric Snapshots

Remote VM Snapshots (
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KVM
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>70% of US Federal Running AHV
2,000 All-AHV Node Customer
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Dashboard admin

Main Dashboard £ Manage Dashboards Reset Dashboard + Add Widgets
Impacted Cluster Cluster CPU Usage Cluster Latency I0OPS of VM on All Clusters
®0
RTP- - RTP- N SQL Server 2014 VM14 305 10PS
: o Ve 814% A\ 141 ms
Prism Central POCO76 pocoze  —/\— 1\,
SQL Server 2014 VMO6 297 I0PS
AQA4
SQL Server 2014 VMO04 151 10PS
Plays (last 24 hours) 0
Cluster Memory Usage Controller IOPS RXAutomationPC 68 IOPS
RTP- Yl RTP- I 818 SQL Server 2014 VMO8 110PS
POCO76 = e POCO076 S IOPS
SQL Server 2014 VMO2 0 I10PS
Recovery Plan Status VM Efficiency Reports Plays
Recommended Steps 2 O
Total Reports Scheduled Reports
O 0

1. Enable Leap.

Overprovisioned Inactive View All Reports
2. Setup networks for failover.
3. Create Recovery Plans. Tasks
4. Perform test failover from recovery 0 0 View All Task(s) DETAILS Failed 0
location. :
Constrained Bully

Learn More Paused 0
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What is it?
* Create scheduled custom reports with
@ email delivery
- * Leverages existing dashboards and
widgets
U U
(] &
’ Benefits
3 * Easily socialize reports / KPIs to broader
audience

* Allow application owners and other
external stakeholders access to valuable
performance data

* Easlily share evidence of waste or resource
constraint

4
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What is it?

Automatically detect VMs that occupy unused
resources, or have performance issues due to
non optimized resource consumption

Provides guidance for correct VM resource (RAM,
CPU) allocation based on behavioral analysis and
machine learning

Generate reports of idle (zombie) VMs to enable
simple resource reclamation or reallocation to
other VMs.

Benefits:

Eliminate waste by optimal utilization of resources

Improve VM performance by detecting any
performance issues

Generate reports of idle (zombie) VMs to enabled
simple resource reclamation or reallocation to
other VMs.
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Name Efficiency Detall Host Memory Gain (GiB)
VM1 |-Max hourly average memory usage (19.71%) was less than the threshold (20%) during the last 21 days. Host-x 6.03
VM2 |-Max hourly average memory usage (18.59%) was less than the threshold (20%) during the last 21 days. Host-x 6.14
VM3 |-Max hourly average memory usage (11.45%) was less than the threshold (20%) during the last 21 days. Host-x 13.71
VM4 |-Max hourly average memory usage (10.57%) was less than the threshold (20%) during the last 21 days. Host-x 13.89
VM5  |-Max hourly average memory usage (35.21%) was less than the threshold (50%) during the last 21 days. Host-x 4.48
VM6 |-Max hourly average memory usage (42.75%) was less than the threshold (50%) during the last 21 days. Host-x 11.18
VM7  |-Max hourly average memory usage (42.44%) was less than the threshold (50%) during the last 21 days. Host-x 11.27
VM8 |-Max hourly average memory usage (39.07%) was less than the threshold (50%) during the last 21 days. Host-x 12.28
VM9 |-Max hourly average memory usage (39.46%) was less than the threshold (50%) during the last 21 days. Host-x 12.16
VM10 [-Max hourly average memory usage (41.35%) was less than the threshold (50%) during the last 21 days. Host-x 11.60
VM1l |-Max hourly average memory usage (46.27%) was less than the threshold (50%) during the last 21 days. Host-x 10.12
VM12 |-Max hourly average memory usage (34.98%) was less than the threshold (50%) during the last 21 days. Host-x 18.01
VM13 [-Max hourly average memory usage (35.36%) was less than the threshold (50%) during the last 21 days. Host-x 4.46
VM14 |-Max hourly average memory usage (33.77%) was less than the threshold (50%) during the last 21 days. Host-x 18.49
VM15 [-Max hourly average memory usage (20.65%) was less than the threshold (50%) during the last 21 days. Host-x 23.74
VM16 [-Max hourly average memory usage (45.0%) was less than the threshold (50%) during the last 21 days. Host-x 14.00
VM17 |-Max hourly average memory usage (24.72%) was less than the threshold (50%) during the last 21 days. Host-x 22.11
213.67
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J Acknowledge Alert SYSTEM

Define a trigger (Alert or manual) O Ema RN
. . . O Generate Forecast Report SYSTEM
Define actions to take to accomplish goal
) ) ) ) O IP Address Powershell SYSTEM
Mostly simple widget based (exception: powershell, api & ssh)
] IP Address S5H SYSTEM
Playbooks are grouping of a trigger and action(s) 0 pose orvi EEE
O Power On VM SYSTEM
] Resolve Alert SYSTEM

O REST APl SYSTEM

Playbook

O Slack SYSTEM

Trigger Action 1 O VMAJdCPU sysTem

O VM Add Memory SYSTEM

O VM Powershell SYSTEM
O VM Reduce CPU  SYSTEM

O VM Reduce Memory SYSTEM

O VM Shapshot SYSTEM
Update VM
Reduce Resolve Alert O  VMSSH sysTem
memory
O Wait for Some Time SYSTEM

[ Wait until Dav of Manth  SYSTEM

X-FIT
Inefficiency
Alert
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nnnnnnnn y S DAYS.
Memory Runwa: Y DAY
Add New Nodes

Add new nodes to the cluster will help
alleviate the runway problem. Estimate your

new hardware here.

seBdeys e

CURRENT USAGE RUNWAY GAINED BY REMOVING
\ URRENT SPACE UISAGE GAIN
| 12 Months 5 |
4 ive Usel ve Data ", Dar
| Existing Workload 3 | Shared Data 5.52TB NA

What is it?
* Detailed capacity trends

* Intelligent
recommendations

* Powered by patent
pending
X-FIT algorithm

Benefits:

* Enables pay as you grow
capacity expansion

* Eliminates guesswork
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8 ﬁ\ 8 FD\ Simple & Intelligent
Store/Sh Fully-managed file service
ore/Share T
Files & Folders Deploy in minutes
NFS/SMB 1-click file insights and recommendations
=y

)

Scalable

Ji

Pay as you grow - Pay only for what you store
Petabyte scale

Grow and shrink capacity on demand

VM | | VM Enterprise Class
Standard Interfaces: NFS & SMB
Enterprise Cloud OS Secure, reliable and resilient architecture
i ‘ Support 1000s of simultaneous connections
O O
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File Analytics

Capacity Fluctuation Het capacity change

Parmission Danlals

Jahn Dow

Jana McKlakkan

Linda lohrson

RO Darvson

Kyile Gable

Top 5 Users by Activity

Jahn Doe 23

Jane McKlakken

Linda lohrson

Rob Dawson

Kyl Gable

Last 7 days

Last 7 days :
. .
10
15 I
11—
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File Distribution by Size Downlead Data

Loss than 1 M3

1 ME o 10 MB

W0 MB 0100 ME 258k

100 MEB 101 GB

=1GH

Top 5 Files by Activity

Filedixt

Same-larg-n...

Fireaudit sls

Ak S RSN Mo

some-imp.db

1o
5 I |
H -
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Last 7 days ;

Data Age Download Data Usage Anomalies
- User adman_finance opeaned 320 files in the
last 24 haurs
250 GE
otal data
\ Bulk files dedeted in foldar Mindarchived
* Le 1 ot 122 B
| 3 m I 0GB
Bulk files delefed in foldar Mindarchiveold
i 1y S1GB I
* o year 0GB

File Distribution by Type

LT S T T [ roes (5] | ]
- Wik 1 & Imacy & Zip Files A les & POF

289 GB 102 GB 9B GB 85 GB 87 GB
® Spreadenoes ® Tout Files ® Evenvhing else

52 GB 33GB 19 GB

et

File Qperations Larst 7 gays :
Haire 3 Trend Current WValu Avarage Peak
Reas i . ’ 237 e 240 29 w0
Write ) ) - 02 e 07 235
Croate B 27 e 19 27

lete 12 0 "
Permission Change K 7 1

Data about Data
 Visibility into what data is being
stored and how it changes over time

Audit Trails

« Search & Filter who accessed which
Files

« Identify every change made to a given
File and who made the change

Anomaly Detection

 Define & Detect anomalies in access
behavior

* Receive Email Alerts when anomalies
occur
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Monitor > Analyze > Act

Application
Visualization

Microsegmentation

(East-West Firewall)

VM

Service Chains
Network Functions

VM

VM

TCP:8443
VM VM
TCP:443 TCP:1575
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VM VM
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Public Cloud

Private Cloud
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One Platform. Any App. Any Location.
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