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What is Reinforcement Learning?

▪ What is Reinforcement Learning?

– Type of machine learning that trains an 

‘agent’ through repeated interactions with an 

environment

▪ How does it work?

– Through a trial & error process that 

maximizes success

▪ Why should you care about Reinforcement 

Learning?

– It enables the use of deep learning for 

controls and decision-making applications

Game Play

Controls

Robotics

Autonomous driving



3

Unsupervised 

Learning
[No Labeled Data]

Clustering

Machine Learning

Machine Learning, Deep Learning, and Reinforcement Learning
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Unsupervised 

Learning
[No Labeled Data]

Supervised Learning

[Labeled Data]

Clustering Classification Regression

Machine Learning

Machine Learning, Deep Learning, and Reinforcement Learning
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Unsupervised 

Learning
[No Labeled Data]

Supervised Learning

[Labeled Data]

Clustering Classification Regression

Machine Learning

Machine Learning, Deep Learning, and Reinforcement Learning

Deep Learning

Supervised learning typically involves 

feature extraction

Deep learning typically does not 

involve feature extraction
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Unsupervised 

Learning
[No Labeled Data]

Supervised Learning

[Labeled Data]

Clustering Classification Regression

Deep Learning

Machine Learning

Reinforcement 

Learning

[Interaction Data]

Decision 

Making
Control

Reinforcement learning: 

▪ Learning through trial & error 

[interaction]

▪ Complex problems typically 

need deep learning 

[Deep Reinforcement 

Learning]

▪ It’s about learning a 

behavior or accomplishing a 

task

Machine Learning, Deep Learning, and Reinforcement Learning
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A Practical Example of Reinforcement Learning
Training a Self-Driving Car

▪ Vehicle’s computer learns how to drive…                                                 

(agent)

▪ using sensor readings from LIDAR, cameras,…         

(state)

▪ that represent road conditions, vehicle position,… 

(environment)

▪ by generating steering, braking, throttle commands,… 

(action)

▪ based on an internal state-to-action mapping…       

(policy)

▪ that tries to optimize driver comfort & fuel efficiency… 

(reward).

▪ The policy is updated through repeated trial-and-error by a 

reinforcement learning algorithm

AGENT

Reinforcement 

Learning 

Algorithm

Policy

ENVIRONMENT

ACTION

REWARD

STATE

Policy update
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A Practical Example of Reinforcement Learning 
A Trained Self-Driving Car Only Needs A Policy To Operate

▪ Vehicle’s computer uses the final state-to-action mapping…                                                 

(policy)

▪ to generate steering, braking, throttle commands,… 

(action)

▪ based on sensor readings from LIDAR, cameras,…         

(state)

▪ that represent road conditions, vehicle position,… 

(environment)

POLICY

ENVIRONMENT

ACTIONSTATE

By definition, this trained policy is 

optimizing driver comfort & fuel 

efficiency



9

Deep Networks are commonly found in the agent, because they 

can model complex problems.

AGENT

• Turn left

• Turn right

• Brake

• Accelerate
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Reinforcement Learning Workflow

Train ModelGenerate Data Deployment

Developing reward 

system to optimize 

performance

Training agent to 

perform task

Scenario Design

Simulation-based 

data generation

Enterprise 

Deployment

Edge deployment

Reinforcement learning
Multiplatform code 

generation (CPU, 

GPU)

Simulink –

generate data for 

dynamic systems 

(planes, cars, 

robots, etc.)

Ground truth labeling

Prepare Data

Data access and 

preprocessing
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Why MATLAB and Simulink for Reinforcement Learning?

Virtual models allow you to simulate conditions 

hard to emulate in the real world.
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Using MATLAB and Simulink for Reinforcement Learning

▪ Reinforcement learning is a dynamic 

process

▪ Decision making problems

– Financial trading, calibration, etc.

▪ Controls-based problems

– Lane-keep assist, adaptive cruise control, 

robotics, etc.
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Teach a robot to follow a straight line
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Let’s try to solve this problem the traditional way

Motor 

Control

Leg & 

Trunk 

Trajectories

Balance

Motor 

Commands

Observations

Sensors

Camera 

Data

Feature 

Extraction

State 

Estimation
Controller

Observations

Motor 

Commands
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What is the alternative approach?

Sensors

Camera 

Data

Feature 

Extraction

State 

Estimation
Controller

Observations

Motor 

Commands

Sensors

Camera 

Data
Black Box 

Controller

Motor 

Commands
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Walking Robot Example

RewardState

AGENT

Action

ENVIRONMENT

Reinforcement Learning: 
Use past experiences to 

maximize expected reward 
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Environment: model a biped robot in Simscape™ Multibody™ 
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How Is the Agent Trained?

▪ Deep Deterministic Policy Gradient (DDPG)

▪ Can handle continuous action space

CRITIC

Estimated 

Value ෠𝑄(𝑠, 𝑎)

Action 𝑎State s

ACTOR

Measured 

Value 𝑄(𝑠, 𝑎)

Loss (error)

Decides which action to take

Estimates value of current policy
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Deep Network Designer

Policy

Actor

Critic
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Steps in the Reinforcement Learning Workflow
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Reinforcement Learning Toolbox

New Product in R2019a

▪ Built-in and custom reinforcement learning algorithms

▪ Environment modeling in MATLAB and Simulink

– Existing scripts and models can be reused!

▪ Deep Learning Toolbox support for representing policies

▪ Training acceleration with PCT and MATLAB Parallel Server

▪ Deployment of trained policies with GPU Coder and 

MATLAB Coder

▪ Reference examples for getting started 

(control systems, automotive, robotics)
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Reinforcement Learning Toolbox Workflow

Environment

Reward

Policy

Training

Deployment

Agent
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Examples
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Key Takeaways

▪ Reinforcement learning can solve complicated (control) problems. 

▪ Reinforcement learning can use neural networks to handle 

continuous or high-dimensional state and action spaces.

▪ Choosing good states, actions, and reward functions is extremely 

important!

▪ Reinforcement learning requires a lot of simulation data.

▪ DDPG is a high variance algorithm. 

Run several times and validate results!


